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Outline

I. What is texture?

II. Approaches to specifying or modelling texture

I. (Matched) Filters

II. Tuple of features (use HoG, Hough, Edge, … )

III. Texture in frequency domain



• Structure:  

– texture representations

– texture synthesis

– shape from texture



Texture

• Patterns of structure from

– changes in surface albedo (eg printed cloth)

– changes in surface shape (eg bark)

– many small surface patches (eg leaves on a bush)

• Hard to define; but texture tells us

– what a surface is like

– (sometimes) object identity

– (sometimes) surface shape



Texture: Core Problems

• Represent complex surface textures to recognize 

– objects

– materials

– textures

• Synthesize texture from examples

– to create big textures for computer graphics

– to fill in holes in images caused by editing



Texture representation

• Core idea:  Textures consist of

– a set of elements

– repeated in some way

• Representations

– identify the elements

– summarize the repetition



Notice how the change in 

pattern elements and 

repetitions is the main

difference between different

textured surfaces 

(the plants, the ground, etc.)



Different materials tend

to have different textures

(though these are not

the same ideas)



Filter based texture representations

• Choose a set of filters, each representing a pattern element
– typically a spot and some oriented bars

• Filter the image at a variety of scales

• Rectify the filtered images
– typically half wave,  to avoid averaging contrast reversals

• eg should not average dark spot on light background, light spot on dark background to zero

• Compute summaries of rectified filtered images
– eg smoothed average

– at a variety of scales to capture
• nearby pattern elements and general picture of pattern elements

• Now describe each pixel by vector of summaries
– which could be very long













Example based texture representations

• Q: how does one choose the filters?

• Alternative 

– build a vocabulary of pattern elements from pictures

– describe using this vocabulary



Building a vocabulary



Clustering the examples

• Natural to use k-means

– represent patches with

• intensity vector

• vector of filter responses over patch



Representing a region

• Vector Quantization

– Represent a high-dimensional data item with a single number

• Find the number of the nearest cluster center in dictionary

• Use that

• Summarize the pattern of patches

– Cut region into patches

– Vector quantize - vector quantized image patches often called visual 

words

– Build histogram of resulting numbers









Texture representations

• A vector summarizing the trends in pattern elements
– either overall trend in filter responses

– or histogram of vector quantized patches

• At a pixel
– compute representations for domains centered on the pixel

• For a region
– compute representations the whole region



Texture synthesis

• Problem:
– Take a small example image of pure texture

– Use this to produce a large domain of “similar” texture

• Why:
– Computer graphics demands lots of realistic texture, hard to find

– Fill in holes in images created by removing objects

• Simple case:
– Assume we must synthesize a single pixel in a large image

– Approach:
• Match the window around that pixel to other windows in the image

• Choose a value from the matching windows
– most likely, uniformly and at random



Texture synthesis

• Expand to large images

– Start: take a piece of the example image

– Fill in pixels on the boundary

• But these are missing more than the center

– Discount missing pixels when matching

– Each time you fill in a pixel, you can use that to match





Small blocks are examples,

large are synthesized.

Notice how (for example)

synthesized text looks like

actual text.





Fill in holes by 

looking for example

patches in the image.

If needed, rectify 

faces (lower images).





State of the art in 

image fill-in is very

good.  This uses

texture synthesis

and other methods.



Shape from texture

• Texture is a powerful shape cue
– most likely because small pattern elements deform in predictable ways

• Recovering shape from texture
– Identify repeating pattern elements

– Determine frontal view

– From this, determine normal

– Integrate normals to get surface

• Shape from texture offers information about lighting
– If pattern elements are repetitions, then 

• brighter (resp. darker) ones receive more (resp. less) light





Surface orientation foreshortens

texture elements.  If you know

what the element is, you can

figure out the surface orientation,

and so the shape.

The trick is recovering the 

element from repeated examples.



If pattern elements are 

repetitions, then brighter 

(resp. darker) ones 

receive more (resp. less) 

light, so we get an 

estimate of lighting.



Texture: crucial points

• Texture is the result of repetition of pattern elements

• Represent by representing

– vocabulary of pattern elements

• either filters or visual words

– summary of how they repeat

• local averages of rectified filter responses or histograms

• Good texture synthesis procedures are available

• Texture reveals shape


